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Two-dimensional treatment of the level shift and decay rate in photonic crystals

D. P. Fussell,* R. C. McPhedran, and C. Martijn de Sterke

Center for Ultrahigh Bandwidth Devices for Optical Systems and School of Physics, University of Sydney, Sydney, NSW 2006, Australia

(Received 2 February 2005; revised manuscript received 12 April 2005; published 10 October 2005)

We present a comprehensive treatment of the level shift and decay rate of a model line source in a two-
dimensional photonic crystal (2D PC) composed of circular cylinders. The quantities in this strictly two-
dimensional system are determined by the two-dimensional local density of states (2D LDOS), which we
compute using Rayleigh-multipole methods. We extend the critical point analysis that is traditionally applied to
the 2D DOS (or decay rate) to the level shift. With this, we unify the crucial quantity for experiment—the 2D
LDOS in a finite PC—with the band structure and the 2D DOS, 2D LDOS, and level shift in infinite PC’s.
Consistent with critical point analysis, large variations in the level shift are associated with large variations in
the 2D DOS (and 2D LDOS), corroborating a giant anomalous Lamb shift. The boundary of a finite 2D PC can
produce resonances that cause the 2D LDOS in a finite 2D PC to differ markedly from the 2D LDOS in an

infinite 2D PC.
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I. INTRODUCTION

Photonic crystals (PC’s) were originally proposed by
Yablonovitch [1] and John [2], and are now a major field of
research. The periodic dielectric function of a PC yields a
photonic band structure with photonic band gaps, analogous
to the electronic band structure in a crystal lattice [3]. The
first proposed application of PC’s was to inhibit spontaneous
emission by suppressing the density of states (DOS) in a
band gap and thereby reduce the threshold of a laser [1]. The
modification of the DOS in a band gap is radically different
to the modification at a cavity resonance [4], providing a new
paradigm for quantum electrodynamics (QED) [5-7].

The early predictions of novel radiation dynamics in PC’s
[6] were based on band-edge models for the DOS [5,7].
These models follow from static models of the dispersion at
the critical points in the band structure [8]. However, the
fundamental quantity that determines radiation dynamics is
the spatially resolved or local density of states (LDOS) [9].
More accurate modeling requires the LDOS from a vectorial
treatment of the electromagnetic problem in a real PC. The
calculations of the LDOS performed to date have focused on
infinite PC’s. The plane-wave expansion method (PWEM)
[10,11] was used to obtain the LDOS in the two-dimensional
(2D) PC composed of cylinders [11,12], the 3D PC’s with
diamond and inverted opal structures [11,13,14], and the
woodpile 3D PC [15]. Cursory examinations of the LDOS
led to the contention that the band-edge models were invalid
and, thus, also the predictions of non-Markovian behavior
[13] and large anomalous Lamb shift [16]. The computation
of the actual radiation dynamics using the LDOS has since
resolved the dispute, and both predictions appear to be cor-
rect [14,17]. We have recently used our Rayleigh-multipole
method [18] to study the densitiy of states functions in 2D
PC’s composed of cylinders [19]. Recognizing that the ex-
periment is performed on finite-sized PC’s, we have calcu-
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lated the 2D LDOS (for a line source) [20] and the 3D LDOS
[21] (point source) in a finite array of cylinders.

A full demonstration of QED in PC’s requires the com-
plete 3D band gap of a 3D PC. However, the strictly two-
dimensional system composed of a line source in a 2D PC
remains a useful model for examining radiation dynamics in
a PC. The reduced dimensionality allows detailed numerical
modeling to be performed on a desktop computer [19,20],
offering a compromise between simple one-dimensional ex-
amples and computationally prohibitive three-dimensional
examples. In this paper we extend our Rayleigh-multipole
methods to the calculation of the 2D band structure in 2D
PC’s composed of cylinders. This allows us to accurately and
efficiently compute the 2D LDOS (decay rate) and the cor-
responding level shift (the classical part of the Lamb shift) in
an infinite 2D PC. Introducing the analytic expressions for
the level shift at the critical points, along with the usual
expressions for the 2D DOS, we reconcile both the 2D
LDOS and the level shift with the band structure. Further-
more, we show how confinement effects in the 2D PC can
give rise to values of the 2D LDOS and the level shift which
are strongly enhanced compared with their values in vacuo.
We also reconcile the 2D LDOS in an infinite PC with the
2D LDOS in a finite 2D PC. These combined results repre-
sent an essentially complete treatment, whereby the quantity
most relevant to experiment—the LDOS in a finite PC—is
tied to the band structure.

We begin in Sec. II by summarizing the basic theoretical
aspects of the results: the determination of the decay rate and
level shift by the LDOS and the expressions for the two-
dimensional DOS and level shift at the critical points. In Sec.
III, we connect the numerical 2D LDOS in infinite 2D PC'’s,
and the level shift, to the band structure through critical point
analysis and the Bloch functions. In Sec. IV, we connect the
2D LDOS in infinite and finite 2D PC’s through the reso-
nances of the 2D PC. Finally in Sec. V, we discuss the results
and draw conclusions. In Appendix A, we briefly describe
the adaption our Rayleigh-multipole method to the computa-
tion of the band structure in infinite 2D PC’s and demon-
strate that the accuracy of the method is limited only by
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machine precision. In Appendix B, we present an accurate
and efficient method for calculating the 2D DOS and the 2D
LDOS from the band structure.

II. THEORETICAL FRAMEWORK

A. Local density of states

The key quantity that determines the radiation dynamics
in a structured dielectric environment, employing either per-
turbative or exact treatments [6,7,14,22], is the spatially re-
solved or local density of states [9]. The 3D LDOS applies to
a real, randomly oriented, point like atom, while the 2D
LDOS applies to a model line source. The 2D LDOS in an
infinite 2D PC is defined as [11,19]

1
p(r,w) = _E d2k0|‘lff(k0,r)|25(w - wky)), (1)

ABZ ! BZ

where Ap, is the area of the Brillouin zone (BZ) and
\Iff(ko,r) is the electric Bloch function at the Bloch vector
k, of the /th band surface.

In the Wigner-Weisskopf approximation (WWA), the
LDOS allows the level shift Aw and the decay rate I" for a
two-level atom to be written as [7]

r 1 hopl, 1| [~ L'
Ao(r,w) - i—(r,w) = _2_0)@_ f dw’ﬂ p(r,o")
2 2 € 3|Jo o (w-o')
—imp(r, w)] , (2)

where u,, is the amplitude of the dipole transition matrix
element. The WWA applies when the LDOS is a smooth
function of frequency, in which case the radiation dynamics
follows an exponential law with a decay rate and level shift
proportional to the LDOS and its Hilbert transform, respec-
tively. When the LDOS varies sharply, the radiation dynam-
ics is nonexponential, but the LDOS and its Hilbert trans-
form remain the key elements in the more general treatment
[22].

The LDOS is the important quantity for PC’s operating at
optical wavelengths because the spatial variation in the re-
fractive index, and hence the Bloch functions, occurs on
scales of the order of 10° times greater than the size of an
atom. While the spatially independent density of states is
more commonly used in solid-state physics, in PC’s it only
applies to limited experiments where atoms are evenly dis-
tributed over the unit cell. However, it is more closely linked
to the band structure than the LDOS and is thus useful for
theory. In a 2D PC, the 2D DOS is defined as

Nw)=2 f koS — w(Ky)). (3)
1 JBZ
When the Bloch functions are normalized according to
f d’rn(r)’ | Wi ko, r)*=1, 4)
u

where n(r) is the refractive index in the unit cell I/, the 2D
DOS is related to the 2D LDOS by
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N(w) = f d*rn(r)*p(w,r). (5)
u

The 2D LDOS and 2D DOS can be simplified to contour
integrals over the irreducible Brillouin zone (IBZ) [23]. The
2D LDOS becomes

n

AN Wk {8} 1)
1 AU c(w)

i=1 Ug

where C(w),) are the isofrequency contours that traverse the
lth band surface over the IBZ, v, is the group velocity on the
contour, k(, is the projection of the Bloch vector onto the

contour, A, is the area of the unit cell, and {,é,-} are the n,
elements of the lattice point group. Similarly the 2D DOS
becomes

N(w) = ngz LJ idkol. (7)
! Au C(w) Ug

We compute the band surfaces and Bloch functions re-
quired for the 2D DOS and 2D LDOS using the Rayleigh-
multipole method, which is summarized in Appendix A. The
method used to compute Egs. (6) and (7) is then described in
Appendix B. With the 2D LDOS and 2D DOS in hand, the
associated level shift can be obtained by evaluating the Hil-
bert transform integral in Eq. (2) [24,25]. As we note in
Appendixes A and B, and Ref. [24], all of these methods
produce results to high accuracy. Note though that the level
shift of a two-level atom amounts to considering only the
classical part of the Lamb shift for a real multilevel atom. To
maintain results that are general and independent of the atom
and the radiation dynamics, neither the decay rate nor the
level shift is evaluated explicitly. Rather, results are re-
stricted to the two quantities in square brackets in Eq. (2):
the LDOS and its Hilbert transform. However, we will refer
to the Hilbert transform of the LDOS as the level shift.

B. Critical points

As is well known from solid-state physics [8,26-29], the
significant variations in the DOS occur at the critical points
in a band where v,=0, producing van Hove singularities in
the integrand of Eq. (7). In this paper we apply critical point
analysis to the 2D DOS in 2D PC’s and extend it to the level
shift. At the minima (P,) and maxima (P,) of a two-
dimensional band surface, the 2D DOS is a (positive or nega-
tive) discontinuity [8,28]

N(w) = €, ,AH(® - ay) + B, (8)

where €, ,=+1 and H(w) is the Heaviside step function with
value 0 for <0 and 1 for @>0. At the saddle points (P))
of a band surface, the 2D DOS is a logarithmic singularity
(with negative coefficient) [8,28]

N(w) =—A In|w— wy| + B. 9)

In both Egs. (8) and (9), A is a positive constant, while B is
a positive constant in Eq. (8) and arbitrary in Eq. (9), with all
depending upon the particular band structure. In a 2D PC,
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TABLE 1. DOS and level shift at critical points. In the functions, A=4\5CXCy/AWSC is a positive constant, B is arbitrary for P; and

positive for Py and P,, and B’ is arbitrary.

Critical Point DOS [N(w)] level shift [Aw(w)]
Function Schematic Schematic Function
N(w) Aw(w)
Py 4
Nw)=AHw—w| + B Aw(w) = LInjw —wo| + B
Minimum
wy w Wy w
N(w) p A (w)
P 4
Nw)=-Aln|w —w|+ B Aw(w) = £ Hjw —we] + B’
Saddle
Wy w wy w
Nw) Aw(w)
P, M
Nw)=-AHw-w]+B Aw(w) = —21n|w - w| + B
Maximum
wy P wy W

A=4\5TC}./AWSC [19] and it depends on the positive curva-
ture parameters C, and C,, which are analogous to the effec-
tive mass in solid-state physics.

The level shift Aw(w) is determined by the (negative)
Hilbert transform of the DOS [see Eq. (2)]. The logarithmic
singularity and step function are related by the Hilbert trans-
form

!

H[H(w)] = %Tf sz)dw' =— 717' In|w|. (10)

—00

Over the narrow frequency range in the vicinity of a critical
point, it is reasonable to assume in Eq. (2) that o= w'. At P,
and P,, the level shift is then logarithmic singular,

A
Aw(w) = €,,— Injo— w| + B, (11)
Y
while at P, it is a discontinuity
A
Aw(w)=—H(w-wy) +B’, (12)
m

where now B’ is an arbitrary constant in both equations.
The functional forms of the 2D DOS and the level shift at
the critical points are presented in Table I. The addition of
the level shift to the familiar 2D DOS completes the picture
for the radiative dynamics of a line source at the critical
points. Note that there is an asymmetry between the 2D DOS
and the level shift: as the DOS cannot be negative the 2D

DOS does not have a logarithmic singularity with a positive
coefficient; there is thus a corresponding absence of a nega-
tive step function in the level shift. It is also important to
qualify the critical point behavior when it is applied to ex-
periment. Measurements are performed on samples that are
finite and contain imperfections. Thus, in practice, while the
LDOS or level shift may be sharply peaked or change
abruptly, they can neither be singular nor discontinuous [8].

For each band, the number of critical points within the BZ
is constrained by topology [27-29]. If a 2D band surface
contains only analytic critical points, then there must be at
least one minimum, except for the first band, one maximum,
and two saddle points, though by symmetry the frequency of
the saddle points may coincide [28]. At the band degenera-
cies of high-symmetry points, analyticity is only brought
about by considering bands individually. The ordering of
bands (see Appendix B) can also yield nonanalytic critical
points at band crossings, which are required to be included in
a more complicated topological argument [29].

II1. INFINITE 2D PC’s

In this section we examine the connection between the 2D
band structure and the 2D LDOS, along with the correspond-
ing level shift, in infinite 2D PC’s. The 2D PC’s are com-
posed of an infinite array of cylinders arranged in a Cartesian
coordinate system (Appendix A) with lattice constant d. We
consider two 2D PC’s. The first, the 2D macroporous silicon
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FIG. 1. Band structure for the 2D MSPC: hexagonal lattice with
air-void radius a/d=0.45, air-void refractive index n;=1.0, and
background refractive index n,=3.4. TM gaps: (1) wd/2mc
=0.405395-0.445216, (2) 0.793405-0.807234, and (3) 0.948340-
0.986478. TE gaps: (1) 0.303245-0.494463 and (2)
0.807461-0.831659.

PC (MSPC), is based on macroporous silicon [30] and is
composed of a hexagonal lattice of cylindrical air voids with
radius a/d=0.45 and refractive index n;=1.0, in a back-
ground of refractive index n,=3.4. The band structure is
shown in Fig. 1. For each polarization there is a wide first-
order gap at the normalized frequency wd/2mc~ 0.4 and a
narrow second-order gap at wd/2rc ~ 0.8, and the first-order
TM gap lies wholly within the first-order TE gap to form a
complete gap. Line plots of the 2D LDOS in the 2D MSPC
are shown in Fig. 2. Also included for easy comparison are
the 2D DOS and level shift, and each will be discussed in
turn. The line plots cover the frequency range wd/2mc
=0.0-0.8 with data points at wd/2mc=0.0005p, p € N. Den-
sity plots of the 2D LDOS in the unit cell are shown in Fig.
3. The second structure, the 2D square PC (SQPC), is a
square lattice of dielectric cylinders with radius a/d=0.30
and refractive index 7;=3.0 in an air background with refrac-
tive index n,=1.0. The band structure for the 2D SQPC is
shown in Fig. 4 and has no TE gaps, but wide first- and
second-order gaps for TM polarization. Line plots of the 2D
LDOS and level shift are shown in Fig. 5, while the 2D
LDOS in the unit cell is shown in Fig. 6.

A. 2D local density of states

The 2D DOS is well known (e.g., [11,19]), but is none-
theless a good starting point since it is more closely tied to
the band structure than the 2D LDOS. The 2D DOS in the
2D MSPC is shown in Figs. 2(a) and 2(b) for TM and TE
polarization, respectively, and in the 2D SQPC in Fig. 5(a)
for TM polarization only. The significant features in the 2D
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DOS are readily understood through critical point analysis
(Table I). Close inspection shows that one degenerate pair of
saddle points is contained within each band and contributes
one logarithmic singularity to the 2D DOS. Furthermore,
maxima at the top of each band contribute a discontinuity, as
do minima at the bottom of all but the first band. Following
from Table I, the heights of the discontinuities in the 2D
DOS at the minima and maxima are determined by the band
curvature parameters C, and C,. As we noted above, the
plots are produced using equally spaced data points, so we
sample near, but not precisely at, the saddle points. The loga-
rithmic singularities are therefore truncated, and the height of
the peaks in the 2D DOS at the saddle points are also deter-
mined by C, and C,. Note in the plots that the height of the
peaks increases as we move into the flatter bands at higher
frequencies.

The 2D LDOS is shown in Figs. 2 and 5 alongside the 2D
DOS. These plots show the frequency dependence of the 2D
LDOS at significant positions in the unit cell. The 2D LDOS
in the unit cell of the 2D MSPC is shown in Fig. 3 and for
the 2D SQPC in Fig. 6. These plots show the spatial depen-
dence of the 2D LDOS at a selection of critical points. Ana-
lyzed in combination, both types of plots provide a broad
picture of the behavior in the 2D LDOS. Note in Figs. 3 and
6 that following the summation over point group operations
in Eq. (6), the 2D LDOS is invariant under point group op-
erations.

In addition to the group velocity and contour length, the
2D LDOS [Egq. (7)] is determined by the field intensity in the
Bloch function-|Wf(kg,r)[>. The LDOS in general reflects
the DOS scaled by the characteristic nodal pattern of the
Bloch functions in each band and is low near nodes and high
near antinodes. Band and Bloch function formation is gov-
erned by the electromagnetic variational theorem [3], by
which modes concentrate their energy in the high dielectric
region while remaining orthogonal to modes below in fre-
quency. It is easiest to observe the consequences of this for
TM polarization in the 2D SQPC where the field lines
traverse a relatively uncomplicated dielectric structure. In the
first band, Bloch functions minimize energy with an antinode
at the center of the dielectric cylinder, where the 2D LDOS is
accordingly maximum, and nodal planes in the background
where the 2D LDOS is minimum [Fig. 6(a)]. Above the band
gap in the second band, orthogonal modes are then formed
with nodal planes running through the cylinder center, where
the 2D LDOS is now minimum [Fig. 6(b)]. In the 2D MSPC,
a similar result emerges for TE polarization, though with a
dielectric background the 2D LDOS at the center of the air
void is minimum in the first band and maximum in the sec-
ond band [Figs. 3(e) and 3(f)]. For TM polarization, the first
two bands are connected and the 2D LDOS is minimum at
the air-void center for both bands [Fig. 3(a)]. Above the band
gap in the third band, the 2D LDOS is then maximum at the
air-void center [Fig. 3(b)]. Modes in higher bands form with
more complicated nodal patterns, which manifest themselves
in more complicated profiles for the 2D LDOS in the unit
cell [see Figs. 3(c), 3(d), 6(c), and 6(d)].

The orthogonality of the modes in the two bands sur-
rounding a band gap introduces an interesting distinction be-
tween the DOS and LDOS. The P, and P, points that form
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FIG. 2. 2D DOS N (a), (b) and 2D LDOS p (c¢)—(h) (thick-line) and corresponding level shift (Aw) (thin line) in the 2D MSPC. For the
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FIG. 3. 2D LDOS p at critical points in the 2D MSPC. TM polarization: (a) band 2, wd/2mwc=0.299, P, critical point at M point in BZ;
(b) band 3, 0.446, P, at K; (c) band 6, 0.709, P, at M; and (d) band 7, 0.785, P, at M. TE polarization: (e) band 1, 0.278, P, at M; and (f)

band 2, 0.522, P;.
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FIG. 4. Band structure for the 2D SQPC: square lattice with
cylinder radius a/d=0.30, cylinders refractive index n;=3.0, and
background refractive index n,=1.0. TM gaps: (1) wd/2mc
=0.265263-0.334947, (2)  0.468027-0.562353, and (3)
0.726880-0.738487.
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the edges of a band gap produce significant discontinuities in
the 2D DOS. However, the positions of the nodes on one side
of a band gap correspond to antinodes on the other. At these
positions, the discontinuity is eliminated in the 2D LDOS on
the nodal side of the band gap and is strengthened on the
antinodal side. This can be seen clearly about the TE band
gap of the 2D MSPC in Figs. 2(d) and 2(f) and about the TM
band gap of the 2D SQPC in Figs. 5(b) and 5(c). At positions
sufficiently displaced from the nodes and antinodes, the field
intensity in the Bloch functions varies more moderately, and
the 2D LDOS essentially replicates the 2D DOS [Fig. 5(d)].

At frequencies removed from the critical points, Vg varies
moderately on an isofrequency contour so that all modes on
the contour make a contribution to the 2D LDOS. As the
nodal pattern generally rotates with the Bloch vector around
a contour, the summation over all of these modes prevents
large variations in the 2D LDOS in the unit cell, unless nodes
or nodal planes run though the center of the unit cell. When
a contour passes close to a critical point by contrast, v, is
smallest near the critical point, and the 2D LDOS is com-
pletely determined by the nodal pattern of the mode at this
point [19]. In principle, the 2D LDOS at a saddle point is
singular in the unit cell except at nodes. As we noted when
discussing the 2D DOS, we sample near, but not precisely at,
the saddle points. The 2D LDOS is thus largest, but not
singular, near the antinodes of the saddle point modes in the
flat bands. For TM polarization in the 2D MSPC, this occurs
in the sixth band at wd/2wc=0.785 [Fig. 2(c)] at the center
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FIG. 5. 2D DOS N (a) and 2D LDOS p (b)—(d) (thick-line) and corresponding level shift (Aw) (thin line) for TM polarization in the 2D
SQPC. For 2D LDOS (b) r/d=(0.0,0.0), (c) r/d=(0.5,0.0), and (d) r/d=(0.2,0.2).
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FIG. 6. 2D LDOS p at critical points in the 2D SQPC for TM polarization: (a) band 1, wd/2mwc¢=0.220, P, critical point at the X point
in BZ; (b) band 2, 0.393, P;; (c) band 5, 0.647, P;; and (d) band 6, 0.663, P;.

of the air void [Fig. 3(d)]. For TM polarization in the 2D % w p(r,0)
SQPC, the 2D LDOS is largest in the sixth band at Aw ~ f dw'_,ﬁ, (13)
wd/27c=0.663 [Fig. 5(d)] inside the cylinder surface [Fig. 0 @ leme
6(d)].
@] where w.d/2mc=1, extended a small amount beyond the
B. 2D level shift range we examine for the 2D LDOS. While the results are
: produced to high accuracy [24], the complete computation of
We examine the level shift (Aw) by evaluating [Eq. (2)] the level shift requires mass renormalization [7,31]
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W, 2 ’
Aw(r’ w) - Aw(r, a)) - Aw(r’()) — f dwrw_ p(l’,w )
0

0 (0 -w)’

(14)

where w, is the Compton frequency. The mass renormaliza-
tion diminishes the absolute value of the integral at low fre-
quencies and enhances it at high frequencies. It also involves
integration up to w,, which in practice is evaluated by ap-
proximating the integral in the range w.—w, by the free-
space result and increasing w,. to a value at which the total
result converges [17]. This has a small broadband effect and
does not significantly alter the narrow-band effects of interest
here.

The level shift is shown with the 2D DOS and LDOS in
Fig. 2 for the 2D MSPC and in Fig. 5 for the 2D SQPC. As
we use Eq. (13), it is not possible to quantify the result at low
frequencies as has been done for the 2D DOS [19]. However,
the w factor in Eq. (13) ensures that Aw—0 as w—0, as is
clear in the plots. At higher frequencies, all significant fea-
tures in the level shift are consistent with critical point analy-
sis (Table I). Note in Figs. 2 and 5 that the level shift varies
on a similar scale to the 2D DOS and LDOS. From Table I,
this is because the critical point behavior is determined by
the same curvature parameters. Large upward jumps in the
level shift are associated with pronounced logarithmic singu-
larities in the 2D DOS (and LDOS), while pronounced peaks
in the level shift are associated with large discontinuities in
the 2D DOS (and LDOS) [e.g., Fig. 2(c)]. These large varia-
tions in the level shift are consistent with the prediction of a
giant anomalous Lamb shift (GALS) in PC’s [17]. As high-
lighted by Wang et al. [17], it was the spurious use of smooth
approximations for the LDOS that led to the belief that the
anomalous Lamb shift in PC’s was negligible [16]. In a real
multilevel atom, the strong frequency variation of the LDOS
in PC’s at optical wavelengths has a significant impact on
real (as opposed to virtual) transitions, leading to a GALS
two orders of magnitude greater than the vacuum Lamb shift
[16].

The critical point behavior of the level shift also produces
interesting results about a band gap. The significant discon-
tinuities in the 2D DOS on the band-gap edges result in a
positive peak in the level shift on the bottom edge and a
negative peak on the top edge (again consistent with Table ).
Thus, at both the bottom and top edges, the emission fre-
quency is pushed into the band gap. This implies a “round-
ing” and “narrowing” of the observed spectral signature of
the band gap. Furthermore, the level shift is forced to pass
through zero inside the band gap [e.g., see Fig. 2(b)]. Both of
these results were identified by Kofman, Kurizki, and Sher-
man [6]. However, the strong differences in the band-gap
behavior between the 2D DOS and 2D LDOS noted above
also have important consequences for the level shift. At the
position of a node, where the discontinuity in the 2D LDOS
is absent, there is no corresponding peak in the level shift. In
this case, the spectral signature of the band gap is still dimin-
ished, but through the 2D LDOS rather than the level shift.
Furthermore, the level shift passes through zero within the
band occupied by the node rather than the band gap [e.g.,

PHYSICAL REVIEW E 72, 046605 (2005)

Figs. 2(e) and 2(g)]. Note though [see, e.g., Fig. 2(h)] that
only a small discontinuity in the 2D LDOS is required to
produce a peak in the level shift, and the level shift is again
forced through zero inside the band gap. This occurs at small
displacements from the nodes.

IV. FINITE 2D PC’s

The dimensions of PC’s fabricated at present are typically
~10?-103 times the lattice constant. The finite size of these
PC’s has potentially significant effects. The 2D LDOS in the
finite and infinite forms of the 2D PC’s are compared in Fig.
7. The 2D LDOS in the finite 2D PC’s is calculated using the
Green tensor approach described in Ref. [20]. The finite 2D
PC has the same unit cell as the corresponding infinite 2D
PC, but is constructed from a finite number of N, unit cells.
The 2D LDOS in the 2D SQPC is shown in Figs. 7(a)-7(d)
using two different-sized clusters. The first cluster [Fig. 7(a)]
is composed of the N.=101 cylinders that fit wholly within a
circular boundary of radius 6.0d and the second [Figs.
7(b)-7(d)] of the N,=137 cylinders within a boundary of
radius 7.0d. The clusters have an approximately circular
boundary and are surrounded by an air background of infinite
extent. The 2D LDOS in the 2D MSPC is shown in Figs. 7(e)
and 7(f), and is composed of N.=91 air voids packed in five
hexagonal rings of air voids about a central air void. This
cluster has an approximately hexagonal boundary enclosed
by a silicon boundary of infinite extent.

At the frequencies that we consider, the 2D SQPC cluster
behaves like a single dielectric structure—an approximately
circular dielectric waveguide in air. This structure has strong
resonances with quality factors (Q’s) that increase with fre-
quency or, equivalently, the waveguide radius [24]. At low
frequencies, the effective index of the cluster is given by the
linear mixing formula [32]. In Figs. 7(a) and 7(b) we indicate
with vertical lines the location of the zeroth-order resonances
for a circular dielectric waveguide with refractive index nqg
=1.806 in air. The waveguide has radius 6.0d in Fig. 7(a) and
7.0d in Fig. 7(b). The zeroth-order resonances have antin-
odes at the waveguide center, which correspond reasonably
well to the peaks in the 2D LDOS at low frequencies
(wd/27c<0.2). At higher frequencies, the effective index of
the cluster is not easily quantifiable. However, sequences of
equally spaced resonances are discernable [e.g., second and
third bands in Figs. 7(c) and 7(d)], suggesting that the single-
waveguide effects continue. The resonances are eliminated in
the band gaps and are also diminished when the 2D LDOS is
low [Fig. 7(c)]. The individual cylinders also have reso-
nances, but these affect both the finite and the infinite 2D
PC’s and thus are not a point of distinction between the two
PC’s. Nevertheless, they are relatively weak at the frequen-
cies we consider.

The 2D MSPC cluster behaves like a low-index hexago-
nal dielectric waveguide in a high-index background. The
hexagonal boundary makes quantifying the resonances diffi-
cult. However, we might expect them to be weak compared
to those in the dielectric waveguide in air as the latter are
bolstered by total internal reflection. This notion is supported
by Figs. 7(e) and 7(f), where the 2D LDOS in the finite 2D
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FIG. 7. 2D LDOS p in the 2D SQPC (a)—(d) and in the 2D MSPC (e) and (f) as infinite lattice (thick line) and as finite cluster (thin line).
Cluster sizes: (a) N.=101 cylinders, (b)—(d) N.=137 cylinders, and (e)—(f) N.=91 air voids. Vertical lines in (a) and (b) indicate waveguide

resonances for the cluster in the homogenization limit.

PC follows that in the infinite 2D PC much more closely
compared to Figs. 7(c) and 7(d).

The 2D LDOS in a finite 2D PC is therefore a superposi-
tion of two effects. The first is due to periodicity, which
causes the 2D LDOS to trace the 2D LDOS in the infinite 2D
PC. The second is due to resonances associated with the
boundary of the periodic region, which causes the 2D LDOS
to oscillate about the 2D LDOS in the infinite 2D PC. The
size of the discrepancy between the finite and infinite PC’s is
thus determined by the strength of the resonances. In a 2D
PC composed of dielectric cylinders like the 2D SQPC, the
resonances are strong and the discrepancy is large.

V. DISCUSSION AND CONCLUSION

We have presented a comprehensive analysis of the 2D
LDOS and level shift in 2D PC’s. Crucial to obtaining accu-
rate density of states functions was the Rayleigh-multipole
method, which allowed us to obtain Bloch modes and Bloch
functions to high accuracy. We demonstrated how the impor-
tant features in the level shift, in addition to the 2D DOS, are
interpreted using the 2D band structure through critical point
analysis. We also related the 2D DOS to the 2D LDOS
through Bloch functions. This analysis produced two notable
results. First, as the level shift varies on the same scale as the
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DOS and LDOS, the large variations in the DOS and LDOS
that occur at critical points produce equally large variations
in the level shift. Second, the significant band-edge jumps in
the 2D DOS about a band gap produce peaks in the level
shift with opposite signs, forcing the level shift to pass
through zero inside the band gap. For the 2D LDOS by con-
trast, the band-edge jump on one side of the band gap is
removed by the nodes of the Bloch functions, and the level
shift instead passes through zero outside the band gap. Fi-
nally, we compared the 2D LDOS in infinite and finite 2D
PC’s. The two results differ by the strength of the resonances
produced by the boundary of the finite 2D PC. In finite 2D
PC’s where the effective refractive index of the cluster is
higher than the surrounding material, the resonances are very
strong and produce a marked discrepancy.

While the fully 2D system we have considered here lacks
general applications, it is practical for computational model-
ing and theoretical understanding. Note though that except
for the critical point behavior, the above results are not di-
mensionally specific. Perhaps most importantly, we have rec-
onciled the crucial quantity for radiation dynamics experi-
ment in a PC—the LDOS in a finite PC—with the source of
the basic physics of the PC—the band structure. We have
also shown that level shifts in PC’s are altered by a large and
measurable extent by their environment. While considerably
more challenging, repeating this analysis for 3D PC’s would
provide valuable insight into the novel radiation dynamics
predicted in the fully 3D systems.
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APPENDIX A: RAYLEIGH-MULTIPOLE METHOD
1. Formalism

We consider the two-dimensional diffraction problem of
wave propagation in the plane of an infinite array of parallel
dielectric cylinders. The cylinders are arranged in a Cartesian
coordinate system with the cylinder axes aligned with the z
axis and the lattice lying in the xy plane with lattice constant
d. When the wave vector k is confined to the xy plane, the
transverse (to the z axis) magnetic (TM) and transverse elec-
tric (TE) fields decouple. The electromagetic (EM) eigen-
value problem reduces to two scalar problems. The two in-
dependent solutions are obtained from the two-dimensional
Helmholtz equation

V2V(r) + k*n(r)*V(r) =0, (A1)

where k=27/\ is the wave number and n(r) is the positional
refractive index. V is the z component of the field, with V
—‘I’E for TM polarization and V= \I' for TE polarization.
We solve Eq. (A1) using the Raylelgh multipole method
[18]. The salient points are as follows. A Fourier-Bessel basis
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is used to represent the field in the vicinity of the /th cylinder
as

o

r)= > [AlJ,(Kr-R))+B H

n=—0

in arg r—Rl)

H(k|r -R/|)]e
(A2)

where J, is a Bessel function of the first kind, H(1 is a
Hankel function of the first kind, and Al and Bl are the
multipole coefficients. Equation (A2) is the local ﬁeld expan-
sion and applies in the annulus between the cylinder surface
and the nearest external source. The global field expansion is
derived by an application of Green’s theorem to Eq. (A2) and
applies everywhere outside the cylinders. The equality of the
local and global field expansions is enforced using Graf’s
addition theorem. This results in an infinite system of linear
equations A=SB, linking vectors of the multipole coeffi-
cients A=[A,] and B=[B,] via a Toeplitz matrix S of lattice
sums. The lattice sums [33-36] can be computed rapidly,
using a convergence test to determine the truncation term.
This results in the elements of S being determined close to
machine precision.

A second connection between the multipole coefficients
comes from enforcing the boundary conditions at the surface
of the cylinder at the origin. This results in the vector equa-
tion B=RA, where the polarization-dependent matrix R
gives the reflection coefficient in the multipole basis for a
source located outside the cylinder [34-36]. Combining the
two linear equations linking the vectors of multipole coeffi-
cients, we arrive at a matrix equation which may be used to
find the modes of the lattice of cylinders:

[I-RS|B=MB=0, (A3)
where I is the matrix identity and the matrix M=M(k, k) is
a function of frequency and the Bloch vector. While Eq. (A3)
is not explicitly an eigenvalue equation, it embodies the ei-
genvalue problem of the infinite two-dimensional periodic
array and the modes are given by the (k,k,) pairs at which

det{M(k,ko)]=0. (A4)

Botten et al. reported an alternative approach to perform-
ing band-structure calculations in 2D PC’s that is also based
on the multipole method in a single grating [37]. In this
approach, repetition in the second dimension is achieved us-
ing transfer-matrix methods in a Bloch-mode basis to com-
bine the gratings in adjacent layers. The formulation yields
an explicit eigenvalue problem, which is much more compu-
tationally efficient for mode finding than the current ap-
proach. However, when the cylinders of adjacent layers in-
terpenetrate, as in a hexagonal lattice with cylinder radius
ald>0.4, the method fails. While the current approach can
be computationally cumbersome if the determinant varies
rapidly about a mode, it is robust, and band structures can be
obtained in any 2D PC composed of cylinders, as long as the
cylinders do not overlap.
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FIG. 8. (a) The determinant in 2D of the MSPC for TM polar-
ization at the nondegenerate second mode of the I' point [Fig. 1].
(b) Convergence testing where 77=|wNm
of convergence with respect to the truncation parameter N,,. Legend
indicates frequency (wd/2c) of 2D MSPC modes taken from the
M point and 2D SQPC modes taken from the X point. For the 2D
MSPC, N; =32, while for the 2D SQPC, N, =13.

2. Numerics

For a given Bloch vector Kk, the determinant in Eq. (A4)
is a function of frequency (w/c or k) only, and the modes
Wy, can be obtained at the zeros. The determinant is shown
in F1g 8(a). While |det{M(k,k,)]| never actually vanishes, it
has local minima at the modes that are effectively zeros.
When |det{M(k,k,)]| is evaluated on a logarithmic scale, the
minima at the modes are sharp. This makes them distinct
from other minima and allows them to be evaluated numeri-
cally with an accuracy close to machine precision [38]. The
degeneracy can be determined through Re{det[ M}, which is
an odd function of frequency about a nondegenerate mode
and an even function about a doubly degenerate mode.

Once a mode has been found, the singular value decom-
position (SVD) [38] of the M matrix can be used to obtain
the B vector. While less computationally efficient, the degen-
eracy of a mode can also be determined from this SVD. The
B vector can then be used to obtain the A vector using A
=SB and thence the Bloch functions W through Eq. (A2).

The multipole sums in the field expansions (A2) are trun-
cated to the terms m=-N,,,...,N,,, where N,, is the trunca-
tion parameter. The sums thus contain 2N,,+ | terms, and the
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dimensions of the matrices in Eq. (A3) are (2N,+1)
X (2N,,+1). In Fig. 8(b) we demonstrate the convergence in
the eigenfrequency of modes with respect to N,,. This is done
at the M point in the BZ of the 2D MSPC and the X point in
the BZ of the 2D SQPC. The convergence depends on two
factors. First, multipole expansions converge more rapidly
when the highest-order terms enter the large-order limit for
Bessel functions [39]. This occurs when N,,>M where M is
the largest argument in the Bessel functions with M
~ k max(n;,,n;)a. The rate of convergence accordingly dete-
riorates, in general, with increasing frequency. Second, the
number of multipole terms must be sufficient for the full
symmetry and structure of a mode to be satisfied. Conver-
gence in the hexagonal lattice with sixfold symmetry is thus
much poorer than for the square lattice with fourfold sym-
metry. The first effect is relatively slow to set in, so it is the
second effect that dominates, in general.

We apply our Rayleigh-multipole method to computing
the band diagram formed by tracing the Bloch vector around
the edge of the IBZ and the band surfaces formed by the
Bloch vectors in the IBZ. This is done using an algorithm
that minimizes the computationally expensive evaluation of
det{M]. The minima must first be bracketed before being
computed precisely. The initial search is performed at a low-
symmetry point in the IBZ where the separation between the
modes in adjacent bands is generally largest. This is the M
point for the hexagonal lattice and the X point for the square
lattice. The minima at this point are bracketed searching at
equally spaced intervals of wd/2mc=107*. The brackets for
modes at adjacent points in the IBZ are then obtained by
extrapolating from previously computed modes. We typically
use 41 points on each side of the IBZ. While the curvature in
bands varies, a cubic polynomial fit to four consecutive
points typically yields an estimate with accuracy better than
wd/2mc=107° for an adjacent point.

APPENDIX B: CALCULATION OF THE 2D DOS
AND 2D LDOS

Several methods have been developed to compute the
DOS and LDOS in solid-state physics. All methods sample
the BZ with a discrete set of Bloch vectors and then use
interpolation to evaluate the contour integrals in Egs. (7) and
(6) across the BZ. Due to its simplicity, the linear-tetrahedron
(or triangle in 2D) method [40,41] has been the most widely
adopted in solid-state physics and the sole method used for
infinite PC’s. However, it has two major deficiencies. First,
linear interpolation is inadequate at van Hove singularities,
which led to the quadratic method [42]. Second, the require-
ment to allocate bands introduces the band crossing problem,
which led to extrapolative techniques over several bands
[43,44]. Despite the greatly improved accuracy, these two
more complex methods have not been widely implemented.
Here, we adopt a method incorporating cubic B-splines
which we believe is both computationally efficient and ad-
dresses the inadequacies of the linear-triangle method.

The band surfaces over the IBZ are formed on a dis-
cretized square grid. The particular IBZ used for the 2D
MSPC is shown in the inset of Fig. 1 and for the 2D SQPC
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in Fig. 4. The IBZ is overlaid on the grid so that it com-
pletely covers the upper-left right triangle of the grid. Using
a square grid ensures that points on the I"-M segment for the
2D SQPC and I'-K for the 2D MSPC are captured. We gen-
erally find that using a grid with 41 points in the columns
and rows offers the best compromise between minimizing
computation time and maximizing accuracy. The Bloch
modes and Bloch functions at each Bloch vector on the grid
are first obtained using the Rayleigh-multipole method (see
Appendix A). The band surfaces are then formed by ordering
the mode frequencies at each Bloch vector and then allocat-
ing them to bands so that [<</+1 implies that w;(k)
< wy(Kp). As is well known, this is the only robust solution
to the band ordering problem. A close inspection of Figs. 1
and 4 will attest that if we begin at a mode at the I" point and
then traverse the boundary of the IBZ, we are not guaranteed
to return to the same mode if we allow bands to cross when
they are connected at degeneracies.

The interpolation scheme we adopt uses univariate cubic
B-splines [45] fitted to data in the rows, columns, and diag-
onal of the IBZ grid. For the /th band, the data consists of (i)
the mode frequencies of the band surface w;(k), (i) the
magnitude of the group velocity on w,(k,,kqy),

2 2
NN T 1)
Ik ko,

and (iii) the field points of the Bloch function W;(k,,r) cov-
ering the WSC, at each Bloch vector on the grid. All quan-
tities required to evaluate the BZ integrals can be obtained
from the careful use of the splines fitted to this data. Two
fitting tasks are required to ensure the accuracy of the
splines. First, the first derivatives at the ends of the splines
must be given. As the ends lie on the boundary of the IBZ,
these are easily obtained from symmetry arguments. Second,
the first derivative is discontinuous at certain band connec-
tions noted above that might have been band crossings if not
for the chosen band ordering. Fitting a smooth curve in this
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case will yield inaccurate interpolation near the band connec-
tion. We overcome this problem by setting knots in the
splines at these band connections. Accuracy is retained in the
vicinity of these points, and while the derivatives remain
undefined precisely at the connection, a contour at a discrete
frequency is unlikely to encounter the connection.

The contours in each band are obtained at a discrete set of
frequencies wd/2mc=pdw where p € N. In our calculations
we use dw=0.0005. As the splines are composed piecewise
of cubic polynomials, the intersection of the band surface
splines and the contour frequencies can be obtained analyti-
cally. The partial derivatives in Eq. (B1) are also obtained
analytically from the band-surface splines. At each grid
point, dw,/ kg, is obtained from the row splines, dw,/dky,
from the column splines, and thus from Eq. (B1) the group
velocity at each grid point. This grid is again fitted with
univariate cubic splines from which the group velocity at
every contour point can be obtained. Constructing contours
from the contour points is straightforward. Smooth contours
are obtained by fitting a cubic spline to the contour points,
allowing the contour integral in Eq. (7) to be computed to
high accuracy to give the 2D DOS.

The Bloch functions are computed along with the Bloch
modes. The field points for both the 2D SQPC and 2D MSPC
are obtained on a square grid. The boundary of the grid for
the 2D SQPC is 0.5d, while for the 2D MSPC it is extended
to 0.6d to ensure that the WSC is covered. The field points
are at (x,y)d=(l,,l,)0xd where (I,,1,) € 72. In our calcula-
tions we use ox=0.05. Similar again to the band surface, a
square grid is constructed for each field point covering the
IBZ and fitted with univariate splines. The field point at each
contour point is obtained from the splines, and the contour
integral in Eq. (6) is then computed for each field point.
Completing this for each field point in the unit cell gives the
i=1 element of the sum in Eq. (6). This surface is then fitted
with a bivariate spline [45] and the other elements of the sum
are obtained by the point-group operations. Finally, the sum
in Eq. (6) is evaluated to give the 2D LDOS.
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